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The posterior parietal cortex and frontal cortical areas to which it connects are responsible for sensorimotor transformations. This review covers new research on four components of this transformation process: planning, decision making, forward state estimation, and relative-coordinate representations. These sensorimotor functions can be harnessed for neural prosthetic operations by decoding intended goals (planning) and trajectories (forward state estimation) of movements as well as higher cortical functions related to decision making and potentially the coordination of multiple body parts (relative-coordinate representations).

Introduction
Frontal and parietal areas are strongly interconnected and function together for many aspects of action planning. Historically, a role of frontal lobe in action has been clear (Fritsch and Hitzig, 1870; Ferrier, 1876). The primary motor cortex (M1) is a source of motor commands (Penfield and Boldrey 1937; Evarts and Thach, 1969), and more anterior regions of the frontal lobe are involved in many higher-level aspects of movement planning and decision making (Miller and Cohen, 2001; Wise, 1985). The anterior aspect of the parietal lobe is well established in the processing of somatosensory information (Mountcastle, 1957). The posterior parietal cortex (PPC) has previously been considered important for spatial attention, spatial awareness, and polysensory integration (Crichtley, 1953; Ungerleider and Mishkin, 1982; Colby and Goldberg, 1999). In recent years, however, a number of studies suggest that, although the PPC is involved in these sensory functions, it has also been shown in different contexts to be important for aspects of action, including movement intention and decision making (Mountcastle et al., 1975; Andersen, 1987; Andersen and Buneo, 2002; Gold and Shadlen, 2007; Rizzolatti et al., 1997; Kalaska et al., 1997; Johnson et al., 1996; Burnod et al., 1999; Lacquaniti et al., 1995; Graziano and Gross, 1998; Desmurget et al., 2009; Rushworth et al., 2001). In this review, we refer to intention as movement planning at a cognitive level rather than at the level of movement execution (Andersen and Buneo, 2002). One example indicative of this more cognitive level is that the goals for visually guided reach movements are encoded predominantly in visual coordinates rather than muscle coordinates in the parietal reach region (PRR). Intention is not meant to refer to purpose or attitude (Schall, 2004). The strong reciprocal connections between the PPC and broad areas of the frontal lobe anterior to M1 likely comprise circuits for these action-related processes (Andersen et al., 1990a; Goldman-Rakic, 1988). The review will present PPC within the framework of its involvement with a number of functions that can be broadly classified as sensorimotor transformations (Andersen, 1987; Andersen et al., 1997; Andersen and Buneo, 2002). We will focus primarily on new research regarding four roles of PPC and associated frontal lobe areas in sensorimotor transformations related to action, including movement planning, decision making, the formation of internal models, and coordinate transformations. The review will focus on two areas in the PPC: the lateral intraparietal area (LIP) and the parietal reach region (PRR). It will also include areas in the frontal lobe connected to PPC, particularly the dorsal premotor cortex (PMd), and other areas within the PPC, such as area 5. In the final section, we will show examples of “proof of concept” in which the action-related activity in the PPC and PMd cortex can be decoded and used to provide control signals for neural prosthetic applications.

Movement Planning
An important property of the cerebral cortex is its anatomical organization according to function. This fact is fortunate for neuroscientists, since this anatomical parcellation provides a tractable approach to understanding cortical networks by studying their component parts. The PPC had previously been considered as a typical association cortex containing largely two areas, Brodmann’s areas 5 and 7 or Von Economo’s areas PF and PG, based on cytoarchitecture (Brodmann, 1909; Von Economo, 1929). As a typical association cortex, PPC’s function has been thought to receive convergent multisensory inputs, form a unitary map of space, and then relay spatial information to the frontal motor areas to guide behavior. However, relatively recent neuron recording, neuroanatomical tracer, and BOLD imaging studies have revealed accumulating evidence of a variety of functional areas in the PPC (Andersen and Buneo, 2002; Mountcastle, 1998; Rizzolatti et al., 1997; Graziano and Gross, 1998), particularly areas within the intraparietal sulcus (IPS; Blatt et al., 1990). Furthermore, PPC is actively involved in movement planning (Mountcastle et al., 1975; Gnadt and Andersen, 1988). Parietal and frontal areas share similar properties and work together through their association pathways in a collective manner (Johnson et al., 1996; Burnod et al., 1999). Individual areas in the PPC have been found to encode different kinds of movements associated with different body parts. Area 5 represents spatial information for limb movement and is involved in reaching arm movements (Lacquaniti et al., 1995; Kalaska et al., 1997).
The anterior intraparietal area (AIP) appears selective for grasps (Sakata et al., 1997; Baumann et al., 2009) and is interconnected with the ventral premotor cortex (PMv) (Tanne-Gariepy et al., 2002), which also has activity related to grasp movements (Rizzolatti et al., 1988). Inferior parietal lobule (IPL) neurons have been demonstrated not only to encode specific acts but also to discharge during the observation of acts done by others (Fogassi et al., 2005). Electrical stimulation of the IPL in human patients triggered strong intention and desire to move their body parts (Desmurget et al., 2009). This latter finding is very important because recording data from monkeys show neural correlates of intention (Gnadt and Andersen, 1988; Snyder et al., 1997; Andersen and Buneo, 2002), but these human experimental interventions show a role of PPC in the awareness of intention. Interestingly, stimulation of the premotor cortex produced movements, but the patients denied they had moved, indicating that increased activity in the premotor cortex did not lead to the conscious awareness of intent.

Two areas of particular interest to this review, LIP and PRR, are respectively more selective for eye movements and reaching (Andersen et al., 1987; Snyder et al., 1997; Quian Quiroga et al., 2006; Cui and Andersen, 2007). LIP is located in approximately the middle third of the lateral bank of the IPS. PRR was originally defined as an area medial and posterior to LIP (Snyder et al., 1997) and may have included more than one cortical area. Many subsequent PRR studies have largely targeted the medial bank of the IPS (Bhattacharyya et al., 2009; Baidauf et al., 2008; Pesaran et al., 2008; Cui and Andersen, 2007; Scherberger and Andersen, 2007; Pesaran et al., 2008). These areas in turn are largely connected to frontal lobe areas with similar functional selectivities—LIP to the frontal eye fields and PRR to the PMd (Andersen et al., 1985a, 1980a; Johnson et al., 1996; Tanne-Gariepy et al., 2002).

**Effector Specificity**

Effector specificity in general refers to activity that is specific to planning to move or to moving a particular body part. In this review, we will refer to the hand and eye preference for movement planning as effector specificity, and this term is meant to indicate relative, not absolute, specificity. For example, an area may be active for planning a reach or a saccade, but if it is significantly more active for one plan over the other, with all other variables being the same, we will label it effector specific. Since areas specific for reaching and looking are strongly interconnected within parietal and frontal cortex, no doubt for integrative purposes such as eye-hand coordination, it is not surprising to find some degree of common activation.

Early studies examining neural activity during reaching and looking found a double dissociation, with LIP more active for saccades and PRR more active for reaches (Snyder et al., 1997). A subsequent study showed that movement plans can be decoded better from populations of LIP and PRR neurons than the spatial location of the focus of attention (Quian Quiroga et al., 2006). Also, the local field potentials in PRR show distinctly different patterns for reaching compared to looking (Scherberger et al., 2005). In autonomous reach target selection tasks, PRR shows differential activity consistent with the spatial location of the chosen reach but little differential activity for saccade target selection (Scherberger and Andersen, 2007) (Figure 1).

The demonstration of effector specificity in no way excludes attention-driven modulation in addition to this specificity (Snyder et al., 1997; Andersen et al., 1997; Quian Quiroga et al., 2006). However, the presence of planning activity in an area does caution against assuming that any increase in activity in PPC during behavior must be attention related (for instance, see “Potential Plans” section below) and emphasizes the importance of introducing controls to distinguish between attention and planning contributions to the activations.

A similar dissociation for reach and eye movements in PPC has been seen in human imaging studies. The degree of dissociation compared to overlap has varied in these studies (Connolly et al., 2003; Astafiev et al., 2003; Levy et al., 2007; Hagler et al., 2007) and likely reflects differences in the experimental design. Experiments that focused on the delay/planning period or that provided both the effector and target together rather than just the effector, or that used reaching movements instead of finger pointing movements provided the greatest degree of separation.

**PPC Encodes Autonomously Chosen Motor Plans**

PPC neurons can be selective for experience-dependent categorical representations (Freedman and Assad, 2006; Toth and Assad, 2002) and cognitive set regarding task rules (Stoet and Snyder, 2004). Cues are often used in these tasks and are stimuli that instruct the animals in what to do. Since earlier studies of effector specificity in LIP and PRR used red stimuli to instruct saccades and green stimuli to instruct reaches (Snyder et al., 1997; Quian Quiroga et al., 2006), it is possible that the specificity may be related to the meaning of the cue (i.e., red means saccade, green means reach) and still be sensory related rather

![Figure 1. Population Activity of PRR Neurons during Autonomous Target Selection](image-url)}
than reflecting actual planning. To address this possibility, a task was designed in which the stimuli were always the same and the monkeys autonomously chose whether to make a reach or a saccade (Cui and Andersen, 2007). Thus, any difference in activity cannot be attributed to sensory attributes of the stimuli but rather reflects the decisions and plans of the animals.

Figure 2 shows population activity from two animals for the autonomous choice trials, with red indicating when the monkeys chose a saccade and green a reach (Cui and Andersen, 2007). The monkeys initially fix their hand and eyes on a fixation target located straight ahead (Figure 2A). Activity during this baseline is plotted from −0.5 to −0.2 s (Figures 2B and 2C). Next, a target appears in the response field of the neurons for 600 ms. The response field is the restricted area in space that will activate a neuron as a result of a stimulus appearing at that location or an action planned or executed to that location. This target is composed of adjacent red and green parts (Figure 2A). When the target is extinguished, the monkey chooses either a reach or a saccade. The choice bias is balanced by having the monkey play a competitive game against a computer algorithm (Barraclough et al., 2004). The effector choice trials were randomly interleaved with instructed trials in which the monkey is instructed to make a reach or a saccade by extinguishing only one of the colored components (e.g., if the red part stays on, the monkey is instructed to make a saccade) (Figure 2A). The instructed trials (data not shown) are introduced for behavioral purposes only, so the monkey does not know whether he is to make a decision or follow instructions until the target, or part of the target, goes off. After the target goes off in the decision trials, there is a 600 ms delay during which the animals decide which movement to make. At the end of this delay period, the fixation point is extinguished, providing a GO signal for the animals to make the chosen movement (Figure 2A).

During the period when the target is in the response field and the monkeys do not know whether it is a decision or instruction trial, the activity is high in both LIP and PRR (Figures 2B and 2C; 0–600 ms). When the target extinguishes, the animals know they are free to choose, but they must withhold the action until the GO signal. During this delay (600–1200 ms), the activity separates in LIP and PRR, with LIP cells differentially more active when the animals choose a saccade and PRR cells differentially more active when they choose a reach (Figures 2B and 2C).

This effector specificity reflecting the animals’ choice for identical visual stimuli must be related to the decision and planning of the animals and not to the sensory meaning of the stimuli. Nor can this differential response be due to spatial attention, since the targets are always in the same location in space, and it is only the effector choice that varies. Interestingly, at the time immediately after the GO signal and before the reaching arm movement is made, the activity in LIP is statistically no different from baseline, even though attention is known to be attracted to reach targets (Baldauf et al., 2006; Deubel et al., 1998). Bisley and Goldberg (2003) have proposed that LIP forms a priority map for attention and that it is the relative amount of activation in LIP and not the absolute magnitude that indicates the location of highest priority. In this case, there is no premovement activity in the LIP population when the monkey is planning the reach, arguing against this priority formulation. Likewise, in this period...
right after the GO signal, PRR is inactive when the monkey is choosing a saccade, even though saccades also attract attention to the target (Deubel and Schneider, 1996; Kowler et al., 1998).

**Potential Plans**

Both LIP and PRR showed vigorous activation during the cue period in the study of Cui and Kalaska (2007) (0–600 ms epoch; Figures 2B and 2C). It could be argued that this activity reflects sensory activity and/or top-down attention. Since the monkey is not sure whether he will be instructed to make an eye or an arm movement or whether he may be free to choose an eye or arm movement, the neural activity may also reflect potential or default planning in the monkeys' form potential plans for both movements and then later select between the two. During the cue period, when a stimulus is present, the activity is higher than during the delay period in which planning and decision making take place. This additional activity may reflect the fact that there is a visual stimulus present in the cue period and not the delay period, indicating that at least a component of the activity is sensory in nature.

Default plans for spatial locations have been reported in a number of sensorimotor and motor structures (e.g., Cisek and Kalaska, 2005; Basso and Wurtz, 1998; Platt and Glimcher, 1997). It has been proposed that making decisions between two spatial locations may involve competition between potential plans (Cisek, 2006), not dissimilar to the competitive bias model for spatial attention (Desimone and Duncan, 1995). In fact, most decision-making models contain a competition between potential plans (Wang, 2008; Beck et al., 2008). Forming potential plans may not only benefit decision making but may also reduce reaction times and thus have evolutionary/survival advantage.

Potential movement plans toward multiple spatial targets coexist in virtually the entire parietal-frontal network, even including primary motor cortex (Bastian et al., 2003). It would be interesting to determine whether there are regions of the posterior parietal and frontal cortex that do not reflect potential plans and only code the decision outcome in effector choice tasks. If such areas exist, it would suggest that PRR and LIP carry signals related to both the potential plans and outcomes of the effector decision process, while other areas within parietal and frontal cortex carry only the outcome of the decision. Such a distinction would be consistent with the decision process occurring within a parietal-frontal circuit that includes PRR and LIP, with competition between potential plans and the outcome being computed within that circuit. Areas that only represent the outcome could be downstream of this effector decision process and receive information conveying results of deliberation from the decision network. However, it is also possible that the decision process occurs entirely outside of PRR and LIP and these regions reflect only the potential plans but are kept updated; that is, these areas are coding decision outcomes because there is only one plan after the decision is made.

**Antimovements**

Not all movements are oriented toward a visible goal. For instance, one might wish to reach to a soda can but reach away from a bee. In the latter case, the visual stimulus and the goal of the movement are not congruent. This discordance has been used to separate sensory goals from movement plans in antisaccade and antireach tasks. In some studies, monkeys have been trained to move in the opposite direction to the appearance of a stimulus. It is reasoned that if the cells only encode the location of the stimulus, they are sensory related, and if they only encode the location of the goal, they are movement related.

Antisaccade tasks with recordings in LIP have yielded mixed results with respect to this sensory-motor dissociation, with one report indicating largely sensory encoding (Gottlieb and Goldberg, 1999) and another indicating largely movement encoding (Zhang and Barash, 2000, 2004). Differences in the details of the behavioral tasks may account for these different findings. In reach tasks, antireaches produce brief activation for the cue in area 5 of posterior parietal cortex and PMd, followed by activity coding the intended direction of the reach movement (Kalaska, 1996).

Antireach experiments in PRR (Gail and Andersen, 2006) produced results similar to those of Zhang and Barash (2000, 2004) and Kalaska (1996). The task for the PRR experiments used four different directions for pro- and antimovements so that the spatial tuning of the cells for both rules could be determined. Briefly flashed targets were used, and variable delays were interposed before the GO signal to target planning activity. Finally, the task rule to be applied was provided each time at the beginning of the trial, prior to the presentation of the target cue. Most cells showed tuning only to the planned reach direction (45%). A smaller proportion, termed “visuomotor cells,” showed brief tuning to the target location followed by tuning to the movement direction (7%). The number of cells tuned to only the target location was statistically insignificant. The fact that most of the cells coded only the movement direction rules out attention as a major contributing factor for these neurons. An attention explanation also does not appear to apply to the visuomotor cells. The time of the GO signal was not predictable, and it would be expected that the monkeys shift spatial attention at least partially toward the fixation point where the GO signal occurred. Instead, the movement goal tuning in the visuomotor tuned neurons persisted throughout the delay period and at the population level became strongest toward the end of the delay period.

Subsequent modeling studies (Brozovic et al., 2007) have examined how this context information might be integrated in PRR with the target-stimulus location provided later in the trial, similar to the task parameters in the study by Gail and Andersen (2006). The networks integrated the target location and context through a classic gain field mechanism (Zipser and Andersen, 1988; Brozovic et al., 2007, 2008). The modeling studies showed that the context could originate from feedback from the output (motor) layer of the network, consistent with feedback from frontal lobe structures, or from input to the middle layer, which represents PRR. Thus, the context information could originate either from top-down (e.g., from frontal cortex or other parietal areas) or bottom-up (e.g., from extrastriate visual areas) sources, although the authors suggested that the former route is more likely. A more recent study has shown that individual neurons in PRR and PMd are gain modulated by context information (Gail et al., 2009), consistent with the neural network models (Brozovic et al., 2007).
**Sequential Reach Movements**

Many natural reach behaviors entail sequences of movements. Frontal cortical areas have been shown to encode information including subsequent movement parts, directions, and temporal organization (Tanji and Shima, 1994; Shima and Tanji, 1998; Ninokura et al., 2003; Fujii and Graybiel, 2003; Ohbayashi et al., 2003; Lu and Ashe, 2005; Mushiake et al., 2006; Histed and Miller, 2006; Averbeck et al., 2006; Shima et al., 2007). However, the first sequential movement study of PRR showed activity only for the movement that was next in the sequence (Batista and Andersen, 2001). This study used a complicated task that likely resulted in the animals planning only one movement at a time. Recently, these experiments have been repeated with a simpler paradigm that promotes planning two movements simultaneously. In this newer paradigm, both movement plans are simultaneously represented in the activity of PRR neurons (Baldauf et al., 2008).

In the Baldauf et al. (2008) study, visual stimuli instructing a reach location produced a huge response in PRR, but when the same stimulus was used as a timing cue and not a reach target it produced almost no response. This context-dependent gating for PRR is similar to that seen for cue targets in antireach tasks mentioned above (Gail and Andersen, 2006). These findings contrast with much larger responses seen in LIP for flashed irrelevant cues (Bisley and Goldberg, 2003; Powell and Goldberg, 2000) or timing cues (Campos et al., 2009). The difference in degree of visual response between LIP and PRR may indicate that (especially flashed) stimuli tend to form automatic potential eye movement plans but not reach plans. This is plausible behaviorally, considering the much greater frequency of saccades compared to reaches. Interestingly pop-out distracters (made salient by their physical properties) produce less activity than non-pop-out targets when monkeys are performing visual search with eye movements (Ipata et al., 2006). The authors proposed that this modulation was due to top-down modulation of salience in LIP. However, it is also possible that top-down influences may regulate the level of activity of potential eye movement plans represented in LIP. Another possibility is that there is a stronger coupling of sensory signals with movement planning in LIP compared to PRR.

In rapid hand-motion sequences, attention in humans has been shown to be distributed among target locations (Baldauf et al., 2006), similar to the activity in PRR. As discussed above, the findings of effector specificity, the coding of mostly reach goals in antireach tasks, and the lack of evoked activity to flashed timing cues strongly suggest that PRR codes reach plans. It is possible that PRR has a top-down influence on extrastriate areas and biases the processing of sensory stimuli. This effect would be similar to the effect of frontal eye field (FEF) activity on the modulation of attention in V4 (Moore and Armstrong, 2002) and could be accomplished by directing attention to reach goals through its feedback projections to visual areas. Such a mechanism would indicate at least partially separate top-down control of attention for stimuli that are targets for reaches and saccades.

**Decision Making: Action Selection in Parietal-Frontal Circuits**

Decision processes range from those that are largely externally driven (e.g., stop when the light is red) to internally driven (e.g., take route A rather than route B to the lab today). An example of the external variety is a perceptual decision, in which the subject views a noisy or ambiguous display and makes a choice based on the subject’s percept (Newsome et al., 1989; Bradley et al., 1998; Dodd et al., 2001). Studies of area MT show that trial-to-trial variation in neural firing can affect the perceptual choice of animals in deciding which direction they perceive motion at low thresholds (Britten et al., 1996). In this type of experiment, the direction of the perceived motion is indicated by eye movements, and area LIP integrates perceptual evidence for making the decision (Shadlen and Newsome, 1996).

Internal (autonomous) decisions (Coe et al., 2002; Barraclough et al., 2004; Cui and Andersen, 2007) are sometimes referred to as “free choice” in which selections are made concerning “where, when, or how” (Haggard, 2008). The example in Figure 1 shows selection of “where” by PRR neurons (Scherberger and Andersen, 2007). The effector choice task in Figure 2 uses a “how” decision (Cui and Andersen, 2007). An advantage of using a “how” decision task for neurophysiological study is that the locus of attention covaries in space with the “where” decisions but does not with the “how” decisions, and thus two sources of potential activation, spatial attention and planning, can be more easily separated for effector decisions.

Additional evidence for a role of LIP and PRR in decision making is the finding that they encode the expected value of the reward for a movement (Platt and Glimcher, 1999; Sugrue et al., 2004; Musallam et al., 2004; Yang and Shadlen, 2007) (Figure 7). Neurons in the putamen and caudate nucleus have been shown to encode action value (Samejima et al., 2005). Action value is the value that a potential action would produce, regardless of which action is chosen. It can be used to bias selection of a particular action. In the oculomotor region of the caudate, cells are found that code action value, chosen value, and the choice of the saccade (Lau and Glimcher, 2008). Chosen value refers to the value that a chosen action really produces, and it can be used for reinforcement learning. It is not currently clear whether LIP and PRR neurons encode action value or chosen value (Rangel, 2009).

**Selection of an Action in Parietal-Frontal Circuits: Integrated and Serial Models**

Decision making traditionally has been considered a separate process from action planning (Tversky and Kahneman, 1981), as illustrated in Figure 3A. However, recent neurophysiological studies suggest that potential plans for movements to multiple target locations are simultaneously represented in a collection of motor-related areas (e.g., Shadlen and Newsome, 2001; Cisek and Kalaska, 2005; Basso and Wurtz, 1998; Platt and Glimcher, 1997). Thus, target selection and movement preparation may involve the same brain circuits and are performed in an integrated manner as diagrammed in Figure 3B (Shadlen and Newsome, 2001; Fagg and Arbib, 1998; Cisek, 2006, 2007; Wang, 2008), as opposed to a serial model in which decision making occurs before action planning (Schall, 2002). Nevertheless, this idea has only been tested for spatial target selection, which involves spatial attention, which in turn engages numerous brain areas. It remains unknown whether plan selection and movement preparation are represented in segregated brain areas for other kinds of decision making. In the nonspatial
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Figure 3. Illustrations of Two Theoretical Frameworks of Decision Making and Action Planning

(A) Traditional serial model in which decision making is considered a process separated from action planning.

(B) Recent integrated model. Neurophysiological evidence suggests that potential plans for movements to multiple target locations are simultaneously represented in a collection of parietal and frontal areas, as opposed to a serial model in which decision making occurs before action planning.

effector choice, PRR and LIP are found to represent both potential plans and the outcome of the decision, and thus potentially participate in the decision circuit and contribute to the deliberation. It will be interesting to determine if effector decisions also follow this integrated model or if they have an additional hierarchical component that codes only the selected plan downstream of decision circuits.

In effector choice, if the deliberation is carried out by a competition between potential saccade and reach plans, this competition may be at least partially carried out between LIP and PRR within the parietal lobe. From a theoretical point of view, LIP and PRR share the same (predominantly eye-centered) reference frame, which would benefit such a competitive computation.

Corticocortical Communication

Local field potentials (LFPs) are oscillations in the electrical field within a few hundreds to thousands of microns of the recording microelectrode tip driven largely by synchronous activity of synaptic potentials, but action potentials also contribute when they are sufficiently synchronous (Mitzdorf, 1987; Logothetis and Wandell, 2004). Using combined optical and electrical recording in V1 cortex, it has recently been estimated that the spread of the LFP is very local, with greater than 95% of the signal originating from within 250 μm of the recording electrode (Katzner et al., 2009). Spikes of individual neurons occur largely on the negative peaks of the oscillations, suggesting that during this phase of the LFP oscillation the membrane potentials are closest to threshold for spiking. The magnitudes of the oscillations in certain frequency bands are modulated with attention and motor preparation in the parietal, occipital, and frontal lobe areas (Fries et al., 2001; Pesaran et al., 2002; Scherberger et al., 2005; Murthy and Fetz, 1996; Sanes and Donoghue, 1993; Mehring et al., 2003). It has been proposed that these oscillations may synchronize with inputs to an area, increasing communication between regions of the brain (Mishra et al., 2006; Sejnowski and Paulsen, 2006; Salinas and Sejnowski, 2000). In other words, if cortical area A projects to cortical area B, and the phase of the spikes from cortical area A are in phase with the membrane oscillations of cortical area B, and this phase is such that spikes arrive at the low threshold phase of the oscillations, then spikes from area A are more likely to produce spikes in area B. During these periods, there would be greater communication or influence of area A on B. An experimental prediction suggests that during periods of greater communication there will be greater coherence between the phase of spiking in one area and the LFP in another (if in fact the phase of the incoming spikes and the membrane oscillations are at the low threshold periods of the oscillations). Changes in spike-field coherence may be a useful signature for tracing the dynamics of communication between cortical areas (Pesaran et al., 2008; Gregoriou et al., 2009).

Increases in spike-field coherence have been recorded between PRR and PMd while monkeys select between reach targets (Pesaran et al., 2008). In some trials, the selection was instructed, and in others the monkeys chose the targets. In the autonomous decision tasks, the PMd-PRR and PRR-PMd spike-field coherences were greater for choice than for instructed trials (Figure 4). As mentioned above, it is possible that the increased coherence may represent differences in communication between the two cortical areas during autonomous choice and instruction. Interestingly, only about a quarter of the paired recordings showed significant spike-field coherence, and these pairs indicated the decision of the animal earlier than pairs that did not have significant coherence. These results suggest that there may be a subset of cells connecting these two areas that coordinates the decision process.

Timing in the Circuit

Timing within the parietal-frontal decision circuits provides insight into which areas may encode the decision earlier. These experiments require simultaneous recordings from the same animals in order to keep constant such factors as level of training, performance, and other experimental variables that might influence timing comparisons (Miller and Wilson, 2008).

One would normally expect that decision-related activity begins earlier in frontal lobe areas and passes back to parietal areas (Monosov et al., 2008). This seems to be the case with instructed and autonomous decisions for selecting spatial locations. Spike activity appears first in PMd and later in PRR for the onset of the target stimuli (Pesaran et al., 2008). This result is a bit surprising since it suggests that a route other than through PRR, perhaps subcortical, produces this very early activation of PMd. As shown in Figure 4, spike-field coherence timing also suggests that the PMd to PRR link of the circuit is activated first followed within a few milliseconds by a hand-shake back from PRR to PMd. For this measure, absolute timing cannot be determined because the coherence is estimated using an analysis window of ±150 ms stepped in 10 ms increments; however, relative timing between the PMd-to-PRR and PRR-to-PMd spike-field coherences can be determined because they are obtained with the same analysis methods. Similar results of frontal areas leading parietal areas have been found in eye movement tasks in which the supplementary eye fields (SEF) lead LIP (Coe et al., 2002).
Considerable evidence points to a "forward model" that uses an efference copy to predict the current state of the limb and integrates this information with delayed sensory observations to subsequently improve this estimate (Figure 5A).

In addition to being used for online correction, a forward model can also be used to estimate the sensory consequences of a movement (Haarmeier et al., 1997). Such estimates can be used to distinguish movement of an effector from movement in the world. For instance, it is believed that the apparent stability of the world during eye movements, which sweep the visual scene across the retinas, is achieved by a forward model that makes use of feedback of eye movement commands (VonHolst and Mittelstaedt, 1950; von Helmholtz, 1866; Haarmeier et al., 2001).

In a recent study of PPC, monkeys learned to use a hand-operated manipulandum ("joystick") to move a cursor on a computer screen. It was found that when the monkeys moved the cursor toward a target that not only the eventual goal of the movement but also the instantaneous direction of the cursor was represented (Mulliken et al., 2008a). Figure 5B shows the static goal angle—the vector from the fixation point to the target. The row of dots represents 15 ms samples of the cursor along the trajectory, and the instantaneous direction of movement at one point in the trajectory is shown and labeled the movement angle. Figure 5C shows four center-out movements, and Figure 5D shows two movements around obstacles. The obstacles were used to increase the range of movement angles. The task used 8 or 12 targets. All trials across all movement angles were used to construct space-time tuning functions for each cell. This tuning function measures the instantaneous firing rate as a function of angle and lag times. The lag time is the relative time difference between the instantaneous firing rate and the time that a particular movement angle occurred. A similar tuning curve can also be obtained for mutual information. Both types of measure produced single peaked tuning curves. Figure 5E plots the optimal lag time for the most information about movement angle for the population of neurons for the center-out and obstacle tasks. The optimal lag for the center-out task was peaked at 0 ms and for the obstacle task it led by 30 ms. Motor command signals would normally lead by 90 ms, and sensory feedback would lag by 30 (somatosensory) or 90 ms (visual). Although there are some cells that show these large lead and lag times, the population response is centered within the dynamic range in between. This is the dynamic range consistent with an efference copy that is used for forward state estimation (Figure 5E). Since the hand movement and cursor movement

### Internal Models: PPC Predicts the Current State of Effectors

**Reach Dynamics**

Clinical and transcranial magnetic stimulation studies provide evidence that the PPC in humans is involved in online corrections of reach movements (Desmurget et al., 1999; Della-Maggiore et al., 2004; Pisella et al., 2000). For reach movements, both somatosensory stimulation from the limb movement and visual stimulation from watching the movement are important. Somatosensory and visual signals converge in the PPC, particularly in PRR and adjoining Brodmann’s area 5, and can provide feedback signals for making corrections during reaching. However, there is a considerable delay for these signals to reach PPC: ~30 ms for somatosensory and 90 ms for visual signals (Figure 5A). Such long delays in feedback systems can lead to instability. To obtain an accurate estimate of the current state, i.e., position, direction, and speed of a limb, requires more than sensory signals. It has been proposed that efference copy signals, replicas of movement commands from motor areas, are fed back to PPC to eliminate any delay (Jordan and Rumelhart, 1992; Wolpert et al., 1995; Shadmehr and Wise, 2005). Considerable evidence points to a “forward model” that uses
were correlated, the results are consistent with both a forward model predicting the hand movement and the cursor movement.

**Eye Movements**

Eye movement activity may also be consistent with forward state estimation in the PPC. The eye-centered location of a target for a saccade in the superior colliculus and LIP (Mays and Sparks, 1980; Gnadt and Andersen, 1988) or a reach movement in PRR (Batista et al., 1999) compensates for intervening saccades. This compensation can occur as well for stimuli that are not the targets for a subsequent saccade (Duhamel et al., 1992). Although it has been proposed that the response fields shift to take into account the eye movement, it is more parsimonious to consider the activity shifting within the eye-centered map (Xing and Andersen, 2000a). The shift of activity in LIP often begins prior to the eye movement (Duhamel et al., 1992). Since the location can be identified after the eye movement by sensory input, it has been proposed that this predictive shifting is a signature of a forward model predicting the location of a stimulus after the eye movement (Vaziri et al., 2006).

Eye-movement-related signals for pursuit, fixation, and saccades have been reported in PPC (Lynch et al., 1977; Mountcastle et al., 1975). It would be interesting to examine whether the pursuit signals indicate the instantaneous direction of the eye movement with zero lag time, similar to the reach-related signals in PRR. MST neurons are tuned for the focus of expansion in simulated optic flow stimuli, and these signals compensate for eye movements using an efference copy of pursuit eye movements and head movements (Bradley et al., 1996; Shenoy et al., 1999; Lee et al., 2007). Such compensation is again indicative of forward models for the purpose of perceptual stability.

As has been shown for saccades, it may be possible that the fixation-related activity is also predictive in PPC; in this case, the predictive component would provide the current fixation location of the eyes beginning at zero lag after an eye movement has brought the eye to the fixation location. Such a finding would point toward a generalization that many movement-related responses in PPC are efference copies for forward state estimations.

**Coordinate Transformations: Relative Encoding for Hand-Eye Coordination**

Areas involved in eye movements such as LIP and FEF encode targets in predominantly eye-centered coordinates, although the responses of LIP neurons can be modulated by eye and head position signals and FEF by eye position (Andersen et al., 1990b; Brotchie et al., 1995; Cassanello and Ferrera, 2007). These modulations, referred to as gain fields, can be either multiplicative or nonlinear additive effects and are believed to be a first step in the transformation from eye coordinates to head and body coordinates (Andersen et al., 1985b; Zipser and Andersen, 1988; Brozovic et al., 2008). Electrical stimulation of LIP produces fixed-vector saccades in eye coordinates, consistent with an eye-centered representation (Thier and Andersen, 1996, 1998; Constantin et al., 2007).

Visually guided reaching requires transformation from eye- to limb-centered coordinates. The ventral premotor cortex in the frontal lobe codes visual targets for reaching in body-centered coordinates (Graziano et al., 1994). Interestingly, although PRR

---

**Figure 5. PPC Neurons Predict the Current State of Effector in the Joystick Control Task**

(A) Diagram of sensorimotor integration for online control in PPC. Inputs to PPC consist of visual and proprioceptive sensory signals and, potentially, an efference copy signal. Plausible PPC outputs are the static target direction (goal angle) and the dynamic cursor state (movement angle).

(B) Diagram of actual trajectory showing the goal angle and movement angle and their respective origins of reference. The filled red and green circles represent the target and fixation point, respectively.

(C) Example trajectories for center-out task. The dashed green circle is the starting location of the target and is not visible once the target has been jumped to the periphery. Dots represent cursor position sampled at 15 ms intervals along the trajectory (black, monkey 1; magenta, monkey 2).

(D) Example trajectories for the obstacle task. Targets, fixation points, and cursor representations are identical to the center-out task. Blue filled circles represent the obstacles.

(E) Histogram summarizing the optimal lag times (OLTs, the lag time that contained the maximal mutual information) for movement-angle neurons for both center-out and obstacle tasks. Many of these neurons’ OLTs were consistent with a forward estimate of the state of the movement angle, which did not directly reflect delayed sensory feedback to PPC nor were they compatible with outgoing motor commands from PPC. Color-coded horizontal bars beneath the abscissa denote the approximate lag time ranges for sensory (blue), forward estimate (black), and motor (red) representations of the state of the movement angle. Reproduced with permission from Muliken et al. (2008a).
is involved in reaching, it represents visual reach targets more consistently in eye coordinates. This result was found in three different studies using two very different analysis techniques (Batista et al., 1999; Buneo et al., 2002; Pesaran et al., 2006) and with stimulus configurations that cannot bias for eye-centered coordinates (Pesaran et al., 2006). Area 5 on the other hand has been shown to code reaches simultaneously in eye and limb coordinates (Buneo et al., 2002). Its cells show partial shifts in their response fields with either eye position or limb position.

Experiments examining the representation of auditory targets for saccades in LIP showed cells with response fields in eye coordinates, head coordinates, and “intermediate cells,” which showed only partial shifting in eye coordinates (Stricanne et al., 1996). The cells with eye-centered coordinates are interesting since sound localization begins as interaural differences in intensity, timing, and spectra (i.e., head-referenced) but needs to be converted to eye coordinates to saccade to auditory stimuli. A similar distribution between head, eye, and intermediate representations was found for reaching to auditory targets (Cohen and Andersen, 2000). Intermediate representations, i.e., partially shifted response fields, have been examined in three-layer neural network models that transform coordinates between the input and output layers. Intermediate representations occur in the middle layer if there is strong recurrent feedback from the output layer or if the network has separate output layers that code in different coordinate frames (Deneve et al., 2001; Xing and Andersen, 2000b). Both of these conditions are biologically plausible for PPC areas.

Recent studies by Mullette-Gillman et al. (2005, 2009) investigated auditory and visual saccades from different eye positions and reported that almost all LIP and PRR neurons in their study code in intermediate coordinates for both auditory and visual targets. Likely reasons for such results are noisy data, the probable analysis of many untuned cells given their selection criteria and use of only saccades, and the widespread sampling and lumping together of data with poor histological verification. Unfortunately, all of these factors would sum and strongly bias the results toward a single overarching category.

Hand-eye coordination requires an interaction between body parts, and it is of interest to determine in what coordinate frame these interactions are accomplished. Recently a unique, relative representation of coordinates has been found in PMd (Pesaran et al., 2006). The coordinate frame of reach targets was determined by independently changing the relative positions of the reach target, initial hand position, and eye position (Figure 6A). Within PMd, cells are found that code the target of a reach relative to the eye (eye-centered, Te), the target relative to the hand (limb-centered, Th), the eye relative to the hand (eye-in-hand, Eh or equivalently hand-in-eye, He), as well as combinations of two or even all three (Figure 6B). These results predict that, in some neurons, a unique relative spatial relation of all three variables will produce the same activity for different absolute positions in space. Likewise, the relative position of these parameters is encoded within the population activity of PMd. This form of encoding has an advantage for hand-eye coordination in defining a coordinate frame based on the “work space” of the hand, eyes, and reach target.

In the same study outlined above, it was found that PRR codes only in eye coordinates (Te), consistent with previous studies (Batista et al., 1999; Buneo et al., 2002). An earlier study of the coordinates of reach planning in parietal area 5 found neurons coding simultaneously in eye (Te) and hand (Th) coordinates (Buneo et al., 2002). It remains to be determined if cells in area 5 also code hand-in-eye coordinates (He) and thus have a similar relative coordinate code as PMd.

If PMd is involved in hand-eye coordination, then the cells in this area should also code the plan to make saccades and would be distinct from PRR, which has primarily post-saccadic responses (Snyder et al., 2000). If PMd cells code both reaches and saccades, then an additional prediction can be made that the saccade targets should be encoded in the same relative coordinate frame as reaches, that is relative to the hand, eye, and saccade target.

**Attention**

The current review has emphasized planning, decision making, forward state estimation, and coordinate transformation roles for the PPC and areas of the frontal lobe to which it connects. Of course, another role of PPC is in attention. Classically, attention has been considered a sensory phenomenon in which stimuli are selected from the environment for further neuronal processing. However, the definition and scope of attention have been expanding in the literature to embrace such concepts as “motor attention” that is specific to the responding effector (Rushworth et al., 2001) or that includes decision making by attentional selection among motor plans (Goldberg and Segraves, 1987). A distinction has been made between overt and covert orienting for attention with overt changes observed by shifts of gaze and covert changes observed by other means (Posner, 1980). While voluntary eye movements are a behavioral measure of shifts of attention, it would be erroneous to argue that all neural correlates of voluntary eye movements should be considered attention. For example, asserting that the oculomotor
neurons in the brainstem control attention rather than move the eyes would not be a useful construct. In this review, we have adhered to the more classical definition of attention as sensory selection for further processing. Of course, attention interacts with movement planning since attention is directed to locations of planned movements (Rizzolatti et al., 1987; Deubel and Schneider, 1996; Kowler et al., 1996). Attention may influence the inputs to decision processes and make use of forward state estimations for prediction of where to reallocate attention to compensate for eye and hand movements. The study of how attention interacts with other neural processing systems is a most important endeavor. However, we think that over-generalizing attention to encompass a large variety of different neural processes weakens the concept and undercuts the ability to develop a robust understanding of other cognitive functions.

Some studies have proposed that LIP in particular has the sole purpose of controlling attention (Goldberg et al., 2002, 2006; Bisley and Goldberg, 2003). However, LIP has been reported to have activity related to a variety of functions, including the representation of value, planning of eye movements, prediction, categorization, cognitive set, shape recognition, decision making, and timing (Platt and Glimcher, 1999; Snyder et al., 1997; Freedman and Assad, 2006; Shadlen and Newsome, 2001; Maimon and Assad, 2006; Eskandar and Assad, 1999; Janssen and Shadlen, 2005; Sereno and Maunsell, 1998; Stoet and Snyder, 2004). More recently, proponents of a primarily attentional role for LIP have proposed that LIP still controls attention but that it uses these various other functions to train the attentional controller (Gottlieb et al., 2009). Another recent proposal is that of a priority map, which does not control attention or eye movements but highlights areas of interest that can be used by the oculomotor or attention systems (Ipata et al., 2009). This latter idea fits more closely with our proposal that the region is generally important as an interface between sensory and motor areas for sensorimotor transformations, and its functions are neither strictly sensory nor motor (Andersen et al., 1987; Buneo and Andersen, 2006; Ipata et al., 2009). The priority map concept does account for some aspects of attention and movement planning, although there are cases where LIP and PRR do not indicate the locus of attention (Snyder et al., 1997; Cui and Andersen, 2007; Gail and Andersen, 2006; Baldauf et al., 2008). Also this idea of a priority map does not capture the intricacies and essence of forward state estimation, decision making, or coordinate transformations that are central elements of this review.

A Medical Application: Decoding Intention Signals

Cognitive Neural Prosthetics

A relatively new and accelerating field of research is neural prosthetics. The goal of this research is to decode intention signals in patients with movement disorders such as paralysis and use these signals to control external assistive devices. Most efforts have concentrated on the motor cortex for obtaining movement intention signals (Donoghue, 2002; Schwartz, 2004; Nicolelis, 2003; Kennedy and Bakay, 2000; Moritz et al., 2008). However, some recent studies have focused on intention signals in premotor and parietal cortex for neuroprosthetic applications (Musallam et al., 2004; Mulliken et al., 2008b; Santhanam et al., 2006). The fact that these areas, particularly PPC, provide such robust performance can be considered strong support that intention signals exist in these areas and can be harnessed by the individual for controlling devices. Besides this proof-of-concept, there are advantages to using these more high-level and abstract intention signals, discussed below. The field of neural prosthetics is rapidly evolving, and it is not clear at this point which cortical and subcortical areas, or combination of areas, will be the most optimal for particular types of neural injury and paralysis.

Goal Decoding

The motor cortex provides control signals for the movement trajectory of the limbs. As such, motor-prosthetics have used this activity to guide the trajectory of a cursor or a robot limb (Schwartz, 2004; Velliste et al., 2008; Nicolelis, 2003; Donoghue, 2002; Hochberg et al., 2006). However, to achieve a goal using this methodology typically takes a second or more. This length of time is required because the cursor (or robot limb) must be guided incrementally to the goal. Although intermediate steps along the trajectory can be decoded quickly (Velliste et al., 2008), the attainment of the final goal requires considerable time. On the other hand, the PPC and PMd provide signals related to the final goal of the movement rather than the steps to get there. This goal-related activity has been used in “brain control” experiments to position a cursor directly at the intended location. Moreover, it has been shown that these goals can be decoded in 100 ms (Musallam et al., 2004). Thus, in principle many goals can be decoded in sequence, not unlike typing, and would have obvious advantages for communication and other applications that require a high throughput of control signals. To this point, sequential goals have been decoded in brain control tasks using PMd activity (Santhanam et al., 2006).

Decision Variable Decoding

As reviewed above, the areas that code movement intentions could be within the decision-making network since they show activity for potential plans and outcomes of the decision. One hallmark of this involvement in decision making for the PPC is the coding of expected value in LIP (Platt and Glimcher, 1999).

To test whether PRR also encodes the expected value for an action, the effect of expected reward on its activity was measured (Musallam et al., 2004). It was found that type of reward (juice versus water), amount of reward, and probability of reward all strongly modulated PRR cell activity with increased responsiveness for the expectation of the preferred reward (Figures 7A–7C). To test whether this expected value signal could be used for practical neuroprosthetics applications, decodings were performed for both “brain control” and reach tasks. It was found that the expectation of the animal could be decoded for both types of task (Figures 7D and 7E). Moreover, expected value (preferred versus nonpreferred for type, magnitude, or probability) and reach goals could be simultaneously decoded with a mean accuracy of 51.2% ± 8.0% (mean, SD; chance 12.5%).

This finding, that such a high-level signal as expected value can be decoded in brain control trials, is very important for the concept of cognitive prosthetics. There are some potential practical advantages of decoding the expected value, since it provides information about the preferences and mood of the patient. After all, the first thing a doctor asks is “how are...
you feeling’’? However, more importantly this demonstration indicates that a large number of high-level cognitive signals are likely to be amenable to decoding and neural prosthetics applications. For instance, speech may be decoded for mute patients by recording activity from speech centers, executive functions from prefrontal areas, and emotions and social context from areas such as the amgydala.

**Trajectory Decoding**

One possible criticism for using PPC for neural prosthetics is that trajectories cannot be decoded and used. Such signals would be of benefit for “mouse-like” drags for computer control or for controlling the dynamics of robot limbs. However, there is an efference copy signal used for forward state estimation in PPC as indicated above. Recently, it has been demonstrated that monkeys can generate trajectories, without actually moving the limb, using PPC in brain-control experiments (Mulliken et al., 2008b). A possible advantage of using the PPC recordings is that both the trajectory and goal are encoded and can be used to increase decoding performance (Srinivasan et al., 2006; Mulliken et al., 2008b).

**Hand-Eye Coordination and Relative Coordinates**

Recordings from eye movement areas may be used for improving the decoding of reaches, since eye and hand movements are coordinated, and we look to where we reach. Using eye-position information recorded from an external eye tracker or estimated from neural activity, the success for decoding reach targets can be improved (Batista et al., 2008).

Cells in LIP and PRR encode visual targets predominantly in eye coordinates (Andersen et al., 1999b; Batista et al., 1999). Common coordinate frames between these areas may facilitate decoding during hand-eye coordination.

**Learning**

Over the course of training for goal decoding in PRR, animals learn to perform better over a period of weeks (Musallam et al., 2004). This learning is in the form of greater mutual information for each neuron, essentially a sharpening in the tuning of the PRR neurons. In decoding of trajectories for PPC, rapid learning was also seen (Mulliken et al., 2008b). As shown in Figure 8, the performance greatly improved in the matter of a few days. This was again a result of better tuning and also a dispersion of the response fields to better tile the work space.

During the learning of new trajectories around obstacles, monkeys show immediate spatial adjustment of the path but require a period of learning to master the dynamics (Torres and Andersen, 2006). Initially the speed profiles are multi-peaked and highly variable but adjust to more constant and smooth single-peaked profiles during the day, and over days, of training. It would be interesting to know if PPC is involved in such learning effects and if this robust plasticity can be utilized in neural prosthetic applications.

LFPs are also a potential source of learning for the control of neural prosthetics. These signals can be used to augment spike decoding by providing additional information or can be used on their own for decoding (Pesaran et al., 2002; Scherberger et al., 2005). One possible concern with PPC as a source of control signals for prosthetics is that the spiking activity does
not generate an execution or GO signal. As indicated above, the movement related signals in PPC have dynamics consistent with an efference copy signal rather than an execution signal. These efference copy signals can in principle be used as GO signals similar to the trajectory signal’s use in brain control experiments. There is also a very robust GO-related decrease in gamma band signals and increase in beta band signals at the time of eye movements in LIP and reaching in PRR (Pesaran et al., 2002; Scherberger et al., 2005). The lower band signals may reflect efference copies derived from frontal lobe areas that are seen, for LFPs, largely as an increase in synaptic potentials as a result of feedback projections to PPC. It will be of interest to determine if these LFP GO signals can be trained for prosthetic control without the subject actually making a movement.

Conclusions

Parietal-frontal circuits appear to be involved in deciding and planning actions. Neurons in both frontal and parietal cortex show activity related to intended movements. These high-level planning signals can be used for neural prosthetic applications.

Future experiments will no doubt continue to dissect the circuitry for selecting and planning actions. In particular it will be important to know what different roles the frontal and parietal regions play in decision making and planning and how they interact. Subcortical structures, such as the pulvinar, may coordinate activity between these cortical areas. Another important question is how these circuits in frontal-parietal cortex that are involved in deciding between action plans are interfaced with areas such as orbitofrontal cortex that are concerned with choosing goods (Padoa-Schioppa and Assad 2006, 2008), but not necessarily the actions to obtain them. Brain-machine interface applications for neuroprosthetics may be extended to the orbitofrontal cortex to bring reward signals under conscious control with biofeedback. Such control may have applications for brain disorders that may be related to reward processes such as obsessive compulsive disorders and addictions. Finally, it will be interesting to determine if other movement-related signals in the PPC, such as saccade, pursuit, and fixation activity, have dynamics similar to the reach-related responses and consistent with their being efference copy signals. If so, this would provide additional evidence for the hypothesis that the PPC is involved in forward state estimation for movement correction and spatial stability.
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